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Abstract—A system for autonomous roads sweeping by applying formations of mobile robots is presented in this paper. The proposed approach based on Receding Horizon Control solves the formation navigation, planning and stabilization in real-world environments with static and dynamic obstacles. The formations employed for sweeping are built up ad-hoc, taking into account length of robots’ effectors (e.g., shovels, sweepers) and width of the working area. Presented method enables to smoothly merge smaller teams with the view of sweeping the larger roads (e.g., runways, highways). The formations can operate in two modes: sweeping and moving. In the sweeping mode, the formations are guided with an aim to effectively cover the cleaning roads, while in the moving mode, the planning system emphasizes the effort to reach a desired target. Furthermore, the moving mode enables to autonomously design complex formation maneuvers, as is reverse driving or turning on spot.

I. INTRODUCTION

The autonomous sweeping of roads predestinates utilization of multi-robot systems for several reasons. In addition to the obvious aspect that a cluster of robots cleans up the designated area faster, most of the sweeping applications require to clean up the roads completely at once. As one can see for example on highways or airport runways, formations of human driven snowploughs or sweepers cover with their effectors the complete width of paths, since partly cleaned surface could be dangerous for traffic or emergency landing airplanes. The basic idea of our system is motivated by this existing concepts. We propose to built up formations of unmanned vehicles for cleaning the main roads completely (highways, runways, promenades for pedestrians etc.). Afterwards, these groups can be split to sub-formations for cleaning smaller roads (auxiliary roads, footways etc.) on demand of a task planning unit. Due to such ad-hoc formations, the system can effectively distributes the vehicles for particular subtasks depending on the width of sweeping roads.

In the classical literature, formation driving approaches are divided into the three main groups: virtual structure [4], behavioral techniques [10], and leader-follower methods [8]. We have chosen the leader-follower method as an appropriate approach for maintaining of ploughs with car-like kinematics. In this algorithm the followers maintain their position in the formation relative to the leader and therefore the state of the leading vehicle needs to be distributed within the team. In the literature, there is a broad offer of methods for formation stabilization in desired positions (see e.g. [6]) as well as for driving along predefined trajectories (see e.g. [3]), but approaches solving continues splitting and merging of independent groups are not investigated there. We designed such a framework solving the assemblage of ad-hoc formations in the dynamic environment of airports. The method is enough robust to deal with unforeseen obstacles, changes in map structure as well as with failures of ploughs.

The tasks of sweeping involve physical constraints imposed by the vehicles (mobility constraints) or physical obstacles (environment constraints) and constraints enforced by inter vehicle relations (shape of the formation). Thus, it is important for control methodologies to incorporate system’s constraints into the controllers design while preserving system stability which makes the Receding Horizon Control (RHC) especially appealing. Receding horizon control (also known as model predictive control) is an optimization based control approach often used for stabilizing linear and nonlinear dynamic systems (see [4] and references reported therein). For a detailed survey of RHC methods we refer to [12] and references reported therein. The works applying RHC for formation driving control are presented in [5], [7]. We will apply the Receding Horizon Control for the formation navigation along a predefined path (the sweeping mode) and for the followers stabilization in the formation. Furthermore, we have extended the common RHC approach with an additional third time horizon to capture the overall structure of the environment for the virtual leaders trajectory planning to desired goal area (the moving mode). Such a method enables to solve general formation to target region problem as well as to autonomously design complex maneuvers of formations. For guiding the formation in arbitrary complicated maneuvers, we have developed a novel approach employing two virtual leaders, one for forward and one for backward movement.

The contribution of the presented work is in the following aspects. We propose a novel entire system for operating of the temporary built formations in the task of autonomous sweeping. The system enables to allocate robots to teams and the teams to sweeping subtasks in a way that the desired area will be cleared up completely. We consider two different behaviors of robots. For the moving mode, where the formation should reach the beginning of the sweeping task in minimum time, we have developed the novel RHC method with additional time horizon responsible for complete trajectory planning. For the sweeping mode, we have adapted a standard RHC method to optimally cover the sweeping surface by effectors of the robots in formations. Furthermore, we have extended the trajectory planning algorithm with the
approach employing two virtual leaders. This technique is able to perform complicated maneuvers of the compact formations of car-like robots in dynamic environment, which was not possible with the existing methods. This ability is crucial in the sweeping applications and mainly in airport snow shoveling, since the cleaning formations have to turn on spot in case of blind roads or a road blockage.

II. PRELIMINARIES

Let \( \psi_j(t) = \{x_j(t), y_j(t), \theta_j(t)\} \in \mathcal{C} \), where \( j \in \{1, \ldots, n_r, L\} \), denote the configuration of each of the \( n_r \) followers and a virtual leader \( L \) of a formation at time \( t \). \( \mathcal{C} = \mathbb{R}^2 \times [0, 2\pi) \) is the configuration space. The Cartesian coordinates \( x_j(t) \) and \( y_j(t) \) define the position \( p_j(t) \) of a robot \( R_j \) and \( \theta_j(t) \) denotes its heading. Let us assume that the environment of the robots contains a finite number \( n_0 \) of compact obstacles collected in a set of regions \( \mathcal{O}_{obs} \).

Finally, we need to define a circular detection boundary with radius \( r_a \) and a circular avoidance boundary with radius \( r_a \), where \( r_a > r_a \). Single robots should not respond to obstacles detected outside the region with radius \( r_a \). On the contrary, distance between the robots and obstacles less than \( r_a \) is considered as inadmissible. These concepts are adopted from the concept of avoidance control [11] to be used in this paper for the collision avoidance guarantees. Moreover, we need to extend these zones for the virtual leaders depending on size of the formation to ensure that the result of the leader trajectory planning is feasible also for the followers. We will denote the extended radii as \( r_{a,L} \) and \( r_{a,R} \). The kinematics for any robots \( R_j \), where \( j \in \{1, \ldots, n_r, L\} \), is described by the simple nonholonomic kinematic model:

\[
\dot{x}_j(t) = v_j(t) \cos \theta_j(t), \quad \dot{y}_j(t) = v_j(t) \sin \theta_j(t) \quad \text{and} \quad \dot{\theta}_j(t) = K_j(t)v_j(t).
\]

Velocity \( v_j(t) \) and curvature \( K_j(t) \) represent control inputs \( u_j(t) = \{v_j(t), K_j(t)\} \in \mathbb{R}^2 \).

Let us define a time interval \([t_0, t_{N+M}]\) containing a finite sequence with \( N + M + 1 \) elements of nondecreasing times \( T(t_0, t_{N+M}) = \{t_0, t_1, \ldots, t_N, t_{N+1}, \ldots, t_{N+M}\} \). By integrating the kinematic model over a given interval \([t_0, t_{N+M}]\), and holding constant control inputs over each time interval \([t_k, t_{k+1}]\) (from this point we may refer to \( t_k \) using its index \( k \)), we can derive the following model for the transition points at which control inputs change:

\[
x_j(k + 1) = x_j(k) + \frac{1}{K_j(k+1)} \left[ \sin(\theta_j(k)) + K_j(k+1)v_j(k+1)\Delta t \right] - \sin(\theta_j(k)) \text{ if } K_j(k+1) \neq 0;
\]

\[
x_j(k + 1) = x_j(k) + v_j(k+1) \cos(\theta_j(k))\Delta t, \quad \text{if } K_j(k+1) = 0
\]

\[
y_j(k + 1) = y_j(k) - \frac{1}{K_j(k+1)} \left[ \cos(\theta_j(k)) + K_j(k+1)v_j(k+1)\Delta t \right] - \cos(\theta_j(k)) \text{ if } K_j(k+1) \neq 0;
\]

\[
y_j(k + 1) = y_j(k) + v_j(k+1) \sin(\theta_j(k))\Delta t, \quad \text{if } K_j(k+1) = 0
\]

\[
\theta_j(k + 1) = \theta_j(k) + K_j(k+1)v_j(k+1)\Delta t,
\]

where \( \psi_j(k) = \{x_j(k), y_j(k), \theta_j(k)\} \) is the configuration at the transition point with index \( k \). Control inputs \( v_j(k+1) \) and \( K_j(k+1) \) are extracted from \( \bar{u}_j(k+1) := \bar{u}_j(t_k; t_{k+1} - t_k) \) at time index \( k + 1 \).

In applications, the control inputs are limited by vehicle mechanical capabilities (i.e., chassis and engine). These constraints can be taken into account for each robot \( R_j \) limiting their control inputs by the following inequalities:

\[
v_{\text{min},j} \leq v_j(k) \leq v_{\text{max},j} \quad \text{and} \quad |K_j(k)| \leq K_{\text{max},j},
\]

where \( v_{\text{max},j} \) is the maximal forward velocity of the \( j \)-th vehicle, \( v_{\text{min},j} \) is the limit on the backward velocity and \( K_{\text{max},j} \) is the maximal control curvature.

In the proposed method, we use the receding horizon control, that solves a finite horizon optimization control problem starting from current state \( \psi(t_0) \) over the time interval \([t_0, t_0 + N\Delta t]\). The duration \( N\Delta t \) of the time interval \([t_0, t_0 + N\Delta t]\) is known as the control horizon and \( N \) is number of transition points in the control horizon. After a solution from the optimization problem is obtained on a control horizon, a portion of the computed control actions is applied on the interval \([t_0 + n\Delta t, t_0 + n\Delta t + \Delta t]\), known as the receding step. Parameter \( n \) is the number of transition points applied in one receding step. This process is then repeated on the interval \([t_0 + n\Delta t, t_0 + n\Delta t + \Delta t]\) as the finite horizon moves by time steps \( n\Delta t \), yielding a state feedback control scheme strategy. See [9] for further details on RHC. Beyond this basic RHC concept, we have utilized a novel concept of RHC with additional time horizon \([t_N, t_{N+M}]\) for global trajectory planning. Details on this method are published in section IV-B.

For the formation driving, we utilized a method in which the followers are maintained in relative distance to the virtual leader in curvilinear coordinates with two axes \( p \) and \( q \), where \( p \) traces \( \Psi_L(t) \) and \( q \) is perpendicular to \( p \). The positive direction of \( p \) is defined from \( R_L \) back to the origin of the movement \( R_L \) and the positive direction of \( q \) is defined in the left half plane from the robots perspective.

The shape of the formation is then uniquely determined by states \( \psi_j(t_{p(t)}) = \{x_{L}(t_{p(t)}), y_{L}(t_{p(t)}), \theta_L(t_{p(t)})\} \) for \( i \in \{1, \ldots, n_r\} \), in travelled distance \( q_{L}(t) \) from \( R_L \) along the virtual leader’s trajectory and by offset distance \( q(t_{p(t)}) \) between \( p_{L}(t_{p(t)}) \) and \( p(t) \) in perpendicular direction from the virtual leader’s trajectory. \( t_{p(t)} \) is the time when the virtual leader was at the travelled distance \( p(t) \) behind the actual position. The parameters \( p(t) \) and \( q(t) \) can vary for each follower during the mission. The following equations can be applied to convert the state of the followers in curvilinear coordinates to the state in rectangular coordinates:

\[
x_i(t) = x_{L}(t_{p(t)}) - q_{L}(t_{p(t)}) \cos(\theta_L(t_{p(t)}))
\]

\[
y_i(t) = y_{L}(t_{p(t)}) + q_{L}(t_{p(t)}) \sin(\theta_L(t_{p(t)}))
\]

\[
\theta_i(t) = \theta_L(t_{p(t)}).
\]

III. SYSTEM OVERVIEW

In this section, we introduce the structure of the proposed system for the formation sweeping. The highest level of the
proposed scheme (see the upper box called Complete system in Fig. 1) is divided into two types of units. The first one, Command Center, is responsible for the central tasks. The second one (blocks denoted as Formation I - Formation \(n_F\)) represents the current constellation of vehicles where each unit corresponds to one formation. These units are independent from the Command Center most of the time.

The core of the Command Center is the Task Allocation module, which is using an agent-technology based method for autonomous design of ad-hoc formations and for planning their tasks. The obtained plan depends on priority setting for each road, on the airport traffic as well as on the snowing intensity. An execution step of the Task Allocation module is triggered by snowplows that have just accomplished (or failed) their task and they are waiting for new instructions. This paper does not aim at a description of the task allocation process, which is presented in our previous publication [13].

Here, we will focus in mechanisms of the formation control, stabilization, navigation and planning that are collected within the Formation I - Formation \(n_F\) units. These units can be logically divided to two blocks (see the bottom dash-dotted box called Formation (details) in Fig. 1). The fist block, called Virtual Leader, is responsible for navigation and control of the virtual leader (or leaders in the case of reverse driving) of the formation. This block can be physically placed onboard a sufficiently equipped follower within the formation. Such an approach increases the robustness and effectiveness of the system, because in cases of a disaffiliation with the command center the formation is able to accomplish its tasks independently. In the Virtual Leader control, we have to distinguish the two different behaviors: sweeping mode and moving mode. In the sweeping mode, the task allocated to the formation acts as an input of the Path Planning module. Here, a path that should be followed by the midpoint of the effective width of the formation is generated based on the map of the sweeping area. For example in the airport snow shoveling application, such a desired path is a sequence of axes of runways that has to be freed from snow. The virtual leader of the formation is navigated along this path using the RHC based control concept, which is described in Section IV-A. In the scheme in Fig. 1, this control mechanism is encapsulated in the Path Following module. In each step of the control loop, only first \(n\) samples of the solution are really implemented in the controller of the robots. Nevertheless, the rest of the solution can be used for the initialization of the planning task in the next step via the Leader Initialization module. This speeds up the planning process, because the plan will be significantly altered only in case of the changed topology of the environment.

In the moving mode, the desired task is represented with the target zone that should be reached by the formation. In this mode, the Trajectory Planning block should provide control inputs for the virtual leader (or virtual leaders in the case of reverse driving), but also the complete trajectory to the target zone which is collision free for the whole formation. The trajectory is described by a sequence of configurations of the virtual leader and by control inputs, that are applied in between the transition points. A part of the output of the Trajectory Planning is again re-used through the Leader Initialization module as a new initialization of the next control step. In the 2 leaders separation module the virtual leader’s trajectory is analyzed and if a change of the speed direction is detected, the trajectory is splitted in a way that the first virtual leader guides the formation during forward movement and the second virtual leader guides the formation during backward movement. In the Formation Driving module, the first \(N\) components of the leader plan are transformed to the desired configurations of the followers in both, sweeping as well as moving modes (see equations (2) for details on the formation driving approach).

The second main block, called Follower 1 - Follower \(n_F\), is multiplied for each of the followers. The core of this block is the Trajectory Following module designing appropriate collision free control inputs for the vehicles. This part is responsible for the avoidance of impending collisions with obstacles or other members of the team and it should correct deviations from the desired trajectory provided by the virtual leader. Due to the RHC concept, again only the first \(n\) components of the optimal solution will be applied to the real system and the rest can be recycled in the Follower Initialization module. In [14], one can find implementation details and experiments describing the ability of dynamic
obstacle avoidance, which cannot be presented here due to the space limitation.

IV. LEADER TRAJECTORY PLANNING AND CONTROL

Details of the virtual leader trajectory planning and control methods from the Path Following resp. Trajectory Planning modules, which are employed during the sweeping resp. moving modes, are described in this section.

A. The sweeping mode

First, let us describe the $k$-th line segment of the desired path, designed in the Path Planning module, by equation $\varphi(k, s) = (P_k - P_{k-1}) s + P_{k-1}$, where parameter $s$ is within the interval $(0, 1)$. The points $P_k$, where $k \in \{1, \ldots, \bar{n} - 1\}$, are connections of neighboring segments. $P_0$ is the beginning of the first segment and $P_{\bar{n}}$ is the end of the last segment. The whole string of the segments is expressed as $\varphi(k, \cdot) = \{\varphi_x(k, \cdot), \varphi_y(k, \cdot)\}$, where $k \in \{1, \ldots, \bar{n}\}$. Parameter $\bar{n}$ is the number of segments provided by the Task Allocation module.

Having defined the desired path for the virtual leader, we can propose the leader’s trajectory planning and control approach appropriate for the purpose of the sweeping by formations. The aim of the method is to find a control sequence which could navigate the virtual leader along the runways axes by minimizing a given cost function. By applying this concept, the group should be able to respond to changes in workspace that can be dynamic or newly detected static obstacles. To define the trajectory planning problem in a compact form we need to gather states $\psi_L(k)$, where $k \in \{1, \ldots, N\}$, into vector $\Psi_{L,N} \in \mathbb{R}^{3N}$ and the control inputs $\bar{u}_i(k)$, where $k \in \{1, \ldots, N\}$, into vector $\mathcal{U}_{L,N} \in \mathbb{R}^{2N}$. All variables describing the trajectory of the virtual leader can be collected in an optimization vector, $\Omega_{L,1} = [\Psi_{L,N}, \mathcal{U}_{L,N}] \in \mathbb{R}^{5N}$.

The trajectory planning can be transformed then to the minimization of cost function $J_{L,1}(\Omega_{L,1})$ subject to sets of constraints as

$$\begin{align*}
\min_{J_{L,1}(\Omega_{L,1})} \text{s.t. } & h_{T_N}(k) = 0, \forall k \in \{0, \ldots, N - 1\} \\
g_{T_N}(k) \leq 0, \forall k \in \{1, \ldots, N\} \\
g_{r_a, L}(\Omega_{L,1}, \mathcal{O}_{oba}) \leq 0.
\end{align*}$$

The cost function $J_{L,1}(\Omega_{L,1})$ is presented as

$$J_{L,1}(\Omega_{L,1}) = \sum_{k=1}^{N} d(\varphi(\cdot), \bar{p}_L(k))^2 + \alpha \sum_{j=1}^{n_o} \left( \min \left\{ 0, \frac{\text{dist}_j(\Omega_{L,1}, \mathcal{O}_{oba}) - r_a}{\text{dist}_j(\Omega_{L,1}, \mathcal{O}_{oba}) - r_a} \right\} \right)^2$$

$$+ \beta \left( \int_{ind_x}^{1} (\varphi_x'(ind_x, s))^2 + (\varphi_y'(ind_x, s))^2 ds \right)^{-1}$$

$$+ \frac{\bar{n}}{\sum_{k=ind_4+1}^{\bar{n}}} \int_{0}^{1} (\varphi_x'(k, s))^2 + (\varphi_y'(k, s))^2 ds.$$
this part can be distributed irregularly to effectively cover the environment. During the optimization process, more points should be automatically allocated in the regions where a complicated maneuver of the formation is needed. This is enabled due to the varying values of $\Delta t(k+1) = t_{k+1} - t_k$ that will be for the compact description collected into the vector $\mathbf{T}_{LM} = \{\Delta t(N+1), \ldots, \Delta t(N+M)\}$.

To define the trajectory planning problem in a compact form we need to gather states $\psi_L(k), k \in \{N+1, \ldots, N+M\}$ into vector $\Psi_{LM} \in \mathbb{R}^{3M}$ and control inputs $\delta_L(k), k \in \{N+1, \ldots, N+M\}$ into vector $\mathbf{U}_{LM} \in \mathbb{R}^{2M}$. All variables describing the complete trajectory from the actual position of the first virtual leader until target region for both leaders can be then collected into the unique optimization vector $\Omega_L = [\Psi_{L,N}, \mathbf{U}_{L,N}, \Psi_{L,M}, \mathbf{U}_{L,M}, \mathbf{T}_{LM}] \in \mathbb{R}^{5N+6M}$.

The trajectory planning and the static as well as dynamic obstacle avoidance problem for both virtual leaders can be transformed to the minimization of single cost function $J_{L,2}(\Omega_{L,2})$ subject to sets of constraints as

$$\min J_{L,2}(\Omega_{L,2}), \text{s.t. } h_{T\psi}(k) = 0, \forall k \in \{0, \ldots, N+M-1\}$$

$$g_{T\delta}(k) \leq 0, \forall k \in \{1, \ldots, N+M\}$$

$$g_{st}(\psi_L(N+M)) \leq 0, g_{ra,L}(\Omega_{L,2};\mathcal{O}_{obs}) \leq 0.$$ 

The cost function $J_{L,2}(\Omega_{L,2})$ is given by

$$J_{L,2}(\Omega_{L,2}) = \sum_{k=N+1}^{N+M} \Delta t(k) + \alpha \sum_{j=1}^{n_0} \left( \min \left\{ 0, \frac{\text{dist}_j(\Omega_{L,2};\mathcal{O}_{obs}) - r_{a,L}}{\text{dist}_j(\Omega_{L,2};\mathcal{O}_{obs})} \right\} \right)^2$$

where the endeavor of the trajectory planning to reach a desired goal as soon as possible is expressed in the first part of $J_{L,2}(\cdot)$ and the influence of the environment on the final solution is added to the cost function in the second term. Again the influence of both parts of the cost function is adjusted by constant $\alpha$.

The equality constraints $h_{T\psi}(k), \forall k \in \{0, \ldots, N+M-1\}$ and the inequality constraints $g_{T\delta}(k), \forall k \in \{1, \ldots, N+M\}$ are equivalent to $h_{T\psi}(\cdot)$ and $g_{T\delta}(\cdot)$ in the previous subsection. The stability constraint $g_{st}(\psi_L(N+M))$, guaranteeing that the obtained trajectory will enter the target region $S_F$, is defined as $g_{st}(\psi_L(N+M)):=\tau_{SF} - ||p_L(N+M) - C_{SF}||$. $C_{SF}$ is center of a target region $S_F$. As the target region we use a circle with radius $\tau_{SF}$ for simplification here.

V. RESULTS

A. Computer simulations

In the first simulation (Fig. 2), the approach presented in this paper is applied for turning the formation of snow ploughs at the end of cleaning runway. Such a maneuver cannot be pre-computed before the mission by operators, because the size of formations varies during the airport cleaning and also the places for turning cannot be predicted, as they are determined by the Task Allocation module as a response to changing environment. Once such a U-turn is required, the sweeping mode of the formation is switched to the moving mode. Using the approach presented in Section IV-B with settings $N = 4$, $M = 5$, $n_0 = 2$, $\alpha = \beta = 1$ and $\Delta t = 0.25s$ the complete turning maneuver can be found in one optimization process. Unfortunately, the cleaning formation is too widespread in the directions of $p$ as well as $q$ and the U-turn of the formation keeping the shoveling shape unchanged is impossible in the area bordered by the road-sides. An obvious solution is to relocate ploughs from the actual formation to a more compact shape for the turning. Once the U-turn is accomplished, the robots return to the previous positions suitable for the shoveling. The movement of the followers is planned autonomously, only the values of $p$ and $q$ coordinates in the turning formation are designed as an input of the turning maneuver.

B. Hardware experiment

The presented hardware experiments were performed on G2Bot robotic platform equipped with SICK laser range finder (not utilized in the experiment) and odometry. The G2Bot is a differential drive robot with a function emulating car-like robots kinematics. The proposed method was run on 1.2 GHz notebook with 1GB RAM. Speed commands was sent to robot’s internal PC.

The first experiment is a a simplified version of the simulation in Fig. 2. In the experiment, two autonomous indoor robots are facing a blind corridor with an aim to turn at the end (see snapshots in Fig. 3). The map of the environment...
and positions of the vehicles are known before the mission. During the experiment, positions are updated using a dead reckoning because an external positioning system is not necessary in such a short term experiment. The actual position of robots and their plans are shared via wireless communication. The transitions between the different formations as well as the turning maneuver are computed automatically using the methods presented in Section IV-B. Only the positions of the vehicles within the formations (safety distances, required overlapping of shovels etc.) are given by experts.

The second experiment imitates a real airport snow shoveling in laboratory conditions. For the experiments the snow is made of small pieces of polystyrene and robots use straight fixed bars as shovels. The experimental scenario consists of two larger runways that has to be swept by two vehicles and four smaller roads for only one plough. Initially, the formation parameters are chosen to be $p1 = 0m$, $p2 = -1.25m$, $q1 = 0.2m$ and $q2 = -0.2m$. The maximal speed of ploughs has been limited to 0.07m/s due to the utilized simple shovels and light polystyrene imitating the snow. The formation driving algorithm introduced in Section IV-A has been used with settings $N = 14$, $\alpha = 2$, $\alpha = \beta = 1$ and $\Delta t = 2s$. Therefore the length of the control horizon is 1.96m for ploughs going with maximal speed. This enables to efficiently cover the surface of runways in sharp corners of the desired path. Time difference between two subsequent planning steps is 4s.\(^1\) Fig. 4 shows snapshots from one of the experimental runs.

VI. CONCLUSIONS AND FUTURE WORKS

In this paper, we described a system for roads sweeping by unmanned multi-vehicle formations. Beside the overall structure of the system, we presented details of novel navigation and stabilization methods for formations working in sweeping and moving modes. The functionality and robustness of the proposed algorithms were verified with a simulation of iterative formations merging during airport snow shoveling, a simulation of snowploughs movement during U-turn, a simulation of respond to a robot’s failure and finally with several hardware experiments in airport snow shoveling scenarios. The presented algorithms enable real time responses to dynamic environments due to the RHC concept and therefore a perfect knowledge of the environment is not necessary, which increases real-word applicability.
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\(^1\)Maximal computational time needed for the leader or followers planning has been 3.23s using *fmincon* solver in MATLAB environment on the internal 1.2 GHz PC with 1GB RAM. Therefore the plans could be computed on-line during the movement of robots.